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Abstract 
 

Introduction: Grading the strength of a body of diagnostic test evidence involves 
challenges over and above those related to grading the evidence from health care 
intervention studies. This chapter identifies challenges and outlines principles for 
grading the body of evidence related to diagnostic test performance. 
Challenges: Diagnostic test evidence is challenging to grade because standard 
tools for grading evidence were designed for questions about treatment rather than 
diagnostic testing; and the clinical usefulness of a diagnostic test depends on 
multiple links in a chain of evidence connecting the performance of a test to 
changes in clinical outcomes. 
Principles: Reviewers grading the strength of a body of evidence on diagnostic 
tests should consider the principle domains of risk of bias, directness, consistency, 
and precision, as well as publication bias, dose response association, plausible 
unmeasured confounders that would decrease an effect, and strength of 
association, similar to what is done to grade evidence on treatment interventions. 
Given that most evidence regarding the clinical value of diagnostic tests is 
indirect, an analytic framework must be developed to clarify the key questions, 
and strength of evidence for each link in that framework should be graded 
separately. However, if reviewers choose to combine domains into a single grade 
of evidence, they should explain their rationale for a particular summary grade 
and the relevant domains that were weighed in assigning the summary grade.  

Introduction  
“Grading” refers to the assessment of the strength of the body of evidence supporting a given 

statement or conclusion rather than to the quality of an individual study.1 Grading can be 
valuable for providing information to decisionmakers, such as guideline panels, clinicians, 
caregivers, insurers and patients who wish to use an evidence synthesis to promote improved 
patient outcomes.1,2 In particular, such grades allow decisionmakers to assess the degree to 
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which any decision can be based on bodies of evidence that are of high, moderate, or only low 
strength of evidence. That is, decisionmakers can make a more defensible recommendation about 
the use of the given intervention or test than they might make without the strength of evidence 
grade.  

The Evidence-based Practice Center (EPC) Program supported by the Agency for Healthcare 
Research and Quality (AHRQ) has published guidance on assessing the strength of a body of 
evidence when comparing medical interventions.1,3 That guidance is based on the principles 
identified by the Grading of Recommendations Assessment, Development, and Evaluation 
(GRADE) working group4–6 with minor adaptations for EPCs. It is important to distinguish 
between the quality of a study and the strength of a body of evidence on diagnostic tests as 
assessed by the GRADE and EPC approaches. EPCs consider “The extent to which all aspects of 
a study’s design and conduct can be shown to protect against systematic bias, nonsystematic 
bias, and inferential error” as the quality or internal validity or risk of bias of an individual 
study.7 In contrast to the GRADE approach, the EPC approach prefers to use the term “strength 
of evidence” instead of “quality of evidence” to describe the grade of an evidence base for a 
given outcome, because the latter term is often equated with the quality of individual studies 
without consideration of the other domains for grading a body of evidence. An assessment of the 
strength of the entire body of evidence includes an assessment of the quality of an individual 
study along with other domains. Although the GRADE approach can be used to make judgments 
about the strength of an evidence base and the strength of recommendations, this chapter 
considers using GRADE as a tool for assessing only the strength of an evidence base.  

When assessing the strength of an evidence base, systematic reviewers should consider four 
principle domains—risk of bias, consistency, directness, and precision.5 Additionally, reviewers 
may wish to consider publication bias as a fifth principle domain as recently suggested by the 
GRADE approach.6 Additional domains to consider are dose-response association, existence of 
plausible unmeasured confounders, and strength of association (i.e., magnitude of effect). Of 
note, GRADE considers applicability as an element of directness. This is distinct from the EPC 
approach, which encourages users to evaluate applicability as a separate component. 

EPCs grade the strength of evidence for each of the relevant outcomes and comparisons 
identified in the key questions addressed in a systematic review. The process of defining the 
important intermediate and clinical outcomes of interest for diagnostic tests is further described 
in a previous article.8 Because most diagnostic test literature focuses on test performance (e.g., 
sensitivity and specificity), at least one key question will normally relate to that evidence. In the 
uncommon circumstance in which a diagnostic test is studied in the context of a clinical trial 
(e.g., test versus no test) with clinical outcomes as the study endpoint, the reader is referred to 
the Methods Guide for Effectiveness and Comparative Effectiveness Reviews (also referred to as 
the General Methods Guide) on evaluating interventions.1,3 For other key questions, such as 
those related to analytic validity, clinical validity, and clinical utility, the principles described in 
the present document and the General Methods Guide should apply.  

 This chapter is meant to complement the EPC General Methods Guide, and not to be a 
complete review. Although we have written this paper to serve as guidance for EPCs, we also 
intend for this to be a useful resource for other investigators interested in conducting systematic 
reviews on diagnostic tests. In this paper, we outline the particular challenges that systematic 
reviewers face in grading the strength of a body of evidence on diagnostic test performance. Our 
focus will be on diagnostic tests, meaning tests that are used in the diagnostic and management 
strategy of a patient symptom or complaint, as opposed to prognostic tests, which are for 
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predicting responsiveness to treatment. We then propose principles for addressing the challenges 
entailed in conducting this type of systematic review.  

Common Challenges  
 Diagnostic test studies commonly focus on the accuracy of the test in making a disease 
diagnosis, and the task of grading this body of evidence is a challenge in itself. Through 
discussion with EPC investigators and a review of recent EPC reports on diagnostic tests,9–13 we 
identified common challenges that reviewers face when assessing the strength of a body of 
evidence on diagnostic test performance.  
 One common challenge is that standard tools for assessing the quality of a body of evidence 
associated with an intervention—in which the body of evidence typically relates directly to the 
overarching key question—are not so easily applied to a body of evidence associated with a 
diagnostic test—evidence which is often indirect. Indeed, this is the reason that establishing a 
logical chain with an analytic framework and the associated key questions is particularly 
important for evaluating a diagnostic test (see Chapter 2).8 It is also the reason we must assess 
the strength of the body of evidence for each link in the chain. The strength of the body of 
evidence regarding the overarching question of whether a test will improve clinical outcomes 
depends both on the total body of evidence, as well as the body of evidence for the weakest link 
in this chain.  
 Although there is a temptation to use diagnostic accuracy as an intermediate outcome for the 
effect of a diagnostic test on clinical outcomes, there is often no direct linkage between the 
diagnostic accuracy outcome and a clinical outcome. This is particularly challenging when tests 
are used as a part of an algorithm. While rates of false positives and false negatives may be 
directly related to adverse effects or harms, other accuracy outcomes such as sensitivity or 
specificity may not directly correlate to effective management and treatment of disease, 
especially when the test under question is not directly linked to the use of an established 
treatment algorithm. When tests are used in regular practice not for final diagnosis and treatment, 
but as a triage for further testing, then accuracy of diagnosis is less important than accuracy of 
risk classification. 
 A second challenge arises in the application of the strength of evidence domains for studies 
of diagnostic tests. For example, in assessing the precision of estimates of test performance, it is 
particularly difficult to judge whether a particular confidence interval is sufficiently precise; 
because of the logarithmic nature of diagnostic performance measurements—such as sensitivity, 
specificity, likelihood ratios, and diagnostic odds ratios—even a relatively wide confidence 
interval suggesting that imprecision may not necessarily translate into imprecision that is 
clinically meaningful. Table 7–1 shows an example where a 10 percent reduction in the 
sensitivity of various biopsy techniques (from 98 percent to 88 percent in the far right column) 
changes the estimated probability of having cancer after a negative test by less than 5 percent.11
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Table 7–1. Example of the impact of precision of sensitivity on negative predictive value* 

Type of 
Biopsy 

Post Biopsy Probability of Having Cancer After a Negative  
Core-Needle Biopsy Result8 

Analysis 
Results 

Analysis 
Overestimated 

Sensitivity by 1% 
(e.g., Sensitivity 

97% Rather  
Than 98%) 

Analysis 
Overestimated 

Sensitivity by 5% 
(e.g., Sensitivity 

93% Rather  
Than 98%) 

Analysis 
Overestimated 

Sensitivity by 10% 
(e.g., Sensitivity 

88% Rather  
Than 98%) 

Freehand 
automated gun  6% 6% 8% 9% 

Ultrasound 
guidance 
automated gun  

1% 1% 3% 5% 

Stereotactic 
guidance 
automated gun  

1% 1% 3% 5% 

Ultrasound 
guidance 
vacuum-
assisted  

2% 2% 3% 6% 

Stereotactic 
guidance 
vacuum-
assisted  

0.4% 0.8% 3% 5% 

*For a woman with a BI-RADS® 4 score following mammography and expected to have an approximate prebiopsy risk of 
malignancy of 30 percent. Note that an individual woman’s risk may be different from these estimates depending on her own 
individual characteristics.11 

Principles for Addressing the Challenges  

Principle 1: Methods for grading intervention studies can be 
adapted for studies evaluating studies on diagnostic tests with 
clinical outcomes. 

A body of evidence evaluating diagnostic test outcomes such as diagnostic thinking, 
therapeutic choice, and clinical outcomes can be assessed in very much the same way as a body 
of evidence evaluating outcomes of therapeutic interventions. Issues relating to grading in this 
type of diagnostic test study are more straightforward than in studies measuring accuracy 
outcomes. Although this is rarely done, the effect of tests on the clinical outcomes described 
above can be assessed directly with trial evidence. In cases where trial evidence is available, 
methods of applying grading criteria such as GRADE should not significantly differ from the 
methods used for intervention evidence. 

An unresolved issue is what to do when there is no direct evidence available linking the test 
to the outcome of interest. For grading intervention studies, the use of intermediate outcomes, 
such as accuracy outcomes, would be considered “indirect” evidence and would reduce the 
strength of the grade. The linkage of accuracy outcomes such as true positives and false positives 
to clinical outcomes depend in part upon the benefits and harms of available treatments as well 
as the cognitive or emotional outcomes resulting from the knowledge itself, as outlined in 
Chapter 3 of this Medical Tests Methods Guide.14 
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Currently there is no consensus for one particular approach to grading an overall body of 
evidence when it is entirely indirect, such as when only studies of accuracy are available. As 
discussed in Chapter 2 of this Medical Test Methods Guide,8 there are circumstances in which 
accuracy outcomes may be sufficient to conclude that there is or is not a benefit on clinical 
outcomes.15 In other cases in which only indirect evidence on intermediate accuracy outcomes is 
available, EPCs should discuss with decisionmakers and methodologists the benefits of including 
such indirect evidence and the specific methods to be used. 

Principle 2: Consider carefully what test characteristic measures are 
the most appropriate intermediate outcomes for assessing the 
impact of a test on clinical outcomes and for assessing the test’s 
precision in the clinical context represented by the key question. 

Consistent with EPC and GRADE principles that emphasize the patient-important outcomes, 
reviewers should consider how any surrogates such as accuracy outcomes will lead to changes in 
clinical outcomes.  Use of an analytic framework and decision models as described in Chapter 
2,8 help to clarify the linkage between accuracy outcomes and clinical outcomes for systematic 
reviewers, and users of systematic reviews alike. 

If accuracy outcomes are presented as true positives, true negatives, false positives, and false 
negatives, then they can be easily translated into other accuracy outcomes such as sensitivity and 
specificity, positive predictive value (PPV) and negative predictive value (NPV). Systematic 
reviewers need to carefully consider which of these accuracy outcomes to assess based on which 
outcome will relate most directly to clinical outcomes as well as what levels of precision are 
necessary.  

Sometimes it is more important to “rule out” a particular disease that has severe 
consequences if missed. In these cases, use of a triage test with high sensitivity and NPV may be 
what is most important, and actual diagnosis of a particular disease is less important. 

When the treatment of a disease has high associated risks, multiple tests are often used to 
assure the highest accuracy. Tests used in isolation need to have both high sensitivity and 
specificity, or high PPV and NPV, but if no such test is available, clinicians may be interested in 
the added benefits and harms of “adding-on” a test. The accuracy outcome of interest of these 
tests would primarily be high specificity or PPV.  

Tests that are more invasive will naturally have greater harms. Additional harms may result 
from misdiagnosis, so it is almost always important to consider the measurement of false 
positives and false negatives when assessing the harms of a diagnostic test. The degree of harms 
from false negatives depends on the severity of disease if there is a missed diagnosis, in addition 
to the risks from the testing itself (i.e., if the test is invasive and associated with risks in and of 
itself). The degree of harms from false positives depends on the invasiveness of further testing or 
treatment, as well as the emotional and cognitive effects of inaccurate disease labeling.  

As a simple example, one might have compelling data regarding the value of outcomes 
resulting from true positive test results, as well as true negative, false positive, and false negative 
results. In a simple decision model it is possible to identify a threshold line for the combinations 
of test sensitivity and specificity for which testing versus not testing is a toss-up—where net 
benefits are equivalent to net harms. To the extent that the confidence intervals for sensitivity 
and specificity derived from the body of evidence are contained within one territory or the other 
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(“testing better,” as in this illustration), these intervals are sufficiently precise for purposes of 
decisionmaking.16 

Of course, this formulation over-simplifies many situations. Tests are rarely used alone to 
diagnose disease and determine treatment choices, but are more often used as part of an 
algorithm of testing and management. The accuracy outcome of most interest depends on how 
the test is used in a clinical algorithm, as well as the mechanisms by which the test could 
improve clinical outcomes or cause harms. Whether or not one uses a decision model to help sort 
out these issues, considering the important test characteristics and their precision in the clinical 
context represented by the key question is a necessary step in the process of assessing a body of 
evidence. 

Principle 3: The principle domains of GRADE can be adapted to 
assess a body of evidence on diagnostic test accuracy.  

To assess a body of evidence related to diagnostic test performance, we can adapt the 
GRADE’s principle domains of risk of bias, consistency, directness, and precision (Table 7– 2). 
Evaluating risk of bias includes considerations of how the study type and study design and 
conduct may have contributed to systematic bias. The potential sources of bias relevant to 
diagnostic test performance and strategies for assessing the risk of systematic error in such 
studies are discussed in Chapter 5 of this Medical Test Methods Guide.17 Diagnostic tests, 
particularly laboratory tests, can yield heterogeneous results due to different technical methods. 
For example, studies may report using different antibodies for immunoassays, or may use 
standards with different values and units assigned to them. 

Table 7–2. Required and additional domains and their definitions*  

Domain Definition and Elements Application to Evaluation of Diagnostic  
Test Performance 

Risk of Bias Risk of bias is the degree to which 
the included studies for a given 
outcome or comparison have a 
high likelihood of adequate 
protection against bias (i.e., good 
internal validity), assessed 
through main elements: 
• Study design (e.g., RCTs or 

observational studies) 
• Aggregate quality of the 

studies under consideration 
from the rating of quality 
(good/fair/poor) done for 
individual studies 

Use one of three levels of aggregate risk of bias:  
• Low risk of bias 
• Medium risk of bias 
• High risk of bias 
Well designed and executed studies of new tests 
compared against an adequate criterion standard are 
rated as “Low risk of bias.” 

Consistency Consistency is the degree to 
which reported study results (e.g., 
sensitivity, specificity, likelihood 
ratios) from included studies are 
similar. Consistency can be 
assessed through two main 
elements: 
• The range of study results is 

narrow.  
• Variability in study results is 

explained by differences in 
study design, patient 
population or test variability. 

Use one of three levels of consistency:  
• Consistent (i.e., no inconsistency) 
• Inconsistent 
• Unknown or not applicable (e.g., single study)  
Single-study evidence bases should be considered as 
“consistency unknown (single study).” 
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Table 7–2. Required and additional domains and their definitions* (continued)  

Domain Definition and Elements Application to Evaluation of Diagnostic  
Test Performance 

Directness Directness relates to whether the 
evidence links the interventions 
directly to outcomes. For a 
comparison of two diagnostic 
tests, directness implies head-to-
head comparisons against a 
common criterion standard.  
Directness may be contingent on 
the outcomes of interest.  

Score dichotomously as one of two levels of directness:  
• Direct 
• Indirect 
When assessing the directness of the overarching 
question, if there are no studies linking the test to a 
clinical outcome, then evidence that only provides 
diagnostic accuracy outcomes would be considered 
indirect. If indirect, specify which of the two types of 
indirectness account for the rating (or both, if this is the 
case); namely, use of intermediate/ surrogate outcomes 
rather than health outcomes, and use of indirect 
comparisons. If the decision is made to grade the 
strength of evidence of an intermediate outcome such as 
diagnostic accuracy, then the reviewer does not need to 
automatically “downgrade” this outcome for being 
indirect.  

Precision Precision is the degree of 
certainty surrounding an effect 
estimate with respect to a given 
outcome (i.e., for each outcome 
separately). 
If a meta-analysis was performed, 
the degree of certainty will be the 
confidence interval around the 
summary measure(s) of test 
performance (e.g., sensitivity, or 
true positive). 

Score dichotomously as one of two levels of precision: 
• Precise 
• Imprecise 
A precise estimate is an estimate that would allow a 
clinically useful conclusion. An imprecise estimate is one 
for which the confidence interval is wide enough to 
include clinically distinct conclusions.  

Publication bias** Publication bias indicates that 
studies may have been published 
selectively, with the result that the 
estimate of test performance 
based on published studies does 
not reflect the true effect. Methods 
to detect publication bias for 
medical test studies are not 
robust. Evidence from small 
studies of new tests or asymmetry 
in funnel plots should raise 
suspicion for publication bias.  

Publication bias can influence ratings of consistency, 
precision, and magnitude of effect— and, to a lesser 
degree, risk of bias and directness). Reviewers should 
comment on publication bias when circumstances 
suggest that relevant empirical findings, particularly 
negative or no-difference findings, have not been 
published or are unavailable.  

Dose-response 
association 

This association, either across or 
within studies, refers to a pattern 
of a larger effect with greater 
exposure (including dose, 
duration, and adherence).  

The dose-response association may support an 
underlying mechanism of detection and potential 
relevance for some tests that have continuous outcomes 
and possibly multiple cutoffs [e.g., gene expression, 
serum PSA (prostate-specific antigen) levels, and 
ventilation/perfusion scanning].  
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Table 7–2. Required and additional domains and their definitions* (continued)  

Domain Definition and Elements Application to Evaluation of Diagnostic  
Test Performance 

Plausible 
unmeasured 
confounding and 
bias that would 
decrease an 
observed effect 
or increase an 
effect if none was 
observed. 

Occasionally, in an observational 
study, plausible confounding 
factors would work in the direction 
opposite to that of the observed 
effect. Had these confounders not 
been present, the observed effect 
would have larger. In such case 
the evidence can be upgraded. 

The impact of plausible unmeasured confounders may 
be relevant to testing strategies that predict outcomes. A 
study may be biased to find low diagnostic accuracy via 
spectrum bias and yet despite this find very high 
diagnostic accuracy. 

Strength of 
association 
( magnitude of 
effect) 

Strength of association refers to 
the likelihood that the observed 
effect or association is large 
enough that it cannot have 
occurred solely as a result of bias 
from potential confounding 
factors. 

The strength of association may be relevant when 
comparing the accuracy of two different medical tests, 
with one being more accurate than the other. It is 
possible that the accuracy of a test is better than the 
reference standard because of an imperfect reference 
standard. It is important to consider this possibility, and 
modify the analysis to take into consideration alternative 
assumptions about the best reference standard. 

EPC = Evidence-based Practice Center 
*Adapted from the Methods Guide for Effectiveness and Comparative Effectiveness Reviews.3 

**The GRADE approach is moving towards considering publication bias a GRADE principle domain.  

Consistency concerns homogeneity in the direction and magnitude of results across different 
studies. The concept can be similarly applied to diagnostic test performance studies, although the 
method of measurement may differ. For example, consistency among intervention studies with 
quantitative data may be assessed visually with a forest plot. However, for diagnostic test 
performance reviews, the most common presentation format is a summary receiver operating 
characteristic (ROC) curve, which displays the sensitivity and specificity results from various 
studies. A bubble plot of true positive versus false positive rates showing spread in ROC space is 
one method of assessing the consistency of diagnostic accuracy among studies. As with 
intervention studies, the strength of evidence is reduced by unexplained heterogeneity—that is, 
heterogeneity not explained by different study designs, methodologic quality of studies, diversity 
in subject characteristics, or study context. 

Directness, according to AHRQ’s Methods Guide for Effectiveness and Comparative 
Effectiveness Reviews,3 occurs when the evidence being assessed “reflects a single, direct link 
between the interventions of interest [diagnostic tests] and the ultimate health outcome under 
consideration.”1 When assessing the directness of the overarching question, if there are no 
studies linking the test to a clinical outcome, then evidence that only provides diagnostic 
accuracy outcomes would be considered indirect. If the decision is made to grade the strength of 
evidence of an intermediate outcome such as diagnostic accuracy, then the reviewer does not 
need to automatically “downgrade” that outcome for being indirect. Of note, directness does 
apply to how a test is used in comparison to another test. For example, a study may compare the 
use of a d-dimer test as a replacement to venous ultrasound for the diagnosis of venous 
thromboembolism, but in actual practice the relevant question may be the comparison of d-dimer 
test as a triage for venous ultrasound compared to the use of ultrasound alone. It is worth noting 
that EPCs consider some aspects of directness separately as described in Chapter 6.18 Although 
not included when EPCs assess directness or the strength of evidence, other schemas, such as 
GRADE, rate directness based on whether the test evaluated is not the exact test used in practice, 
or if the test accuracy is being calculated in a population or for a use (diagnosis, prognosis, etc.) 
that is different from the population or use evaluated in the report. Because EPC reports are 
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intended to be used by a broad spectrum of stakeholders, describing the applicability of the 
evidence with respect to these factors allows decisionmakers to consider how the evidence 
relates to their test and population.   

Precision refers to the width of confidence intervals for diagnostic accuracy measurements 
and is integrally related to sample size.1 Before downgrading the strength of an evidence base for 
imprecision, reviewers could consider how imprecision for one measure of accuracy may impact 
clinically meaningful outcomes. This may involve a simple calculation of posttest probabilities 
over a range of values for sensitivity and specificity, as shown in Table 7–1, or, as illustrated 
above, a more formal analysis with a decision model.19 If the impact of imprecision on clinical 
outcomes is negligible or if the demonstrated precision is sufficient to make the decision, the 
evidence should not be downgraded.  

Principle 4: Additional GRADE domains can be adapted to assess  
a body of evidence with respect to diagnostic test accuracy.  

When grading a body of evidence about a diagnostic test, additional domains should be 
considered. These additional domains are summarized in Table 7–2.1–3  These additional domains 
include publication bias, dose-response association, existence of plausible unmeasured 
confounders, and strength of association. Reviewers should comment on publication bias when 
circumstances suggest that negative or no-difference findings have not been published or are 
unavailable. The dose-response association may support an underlying mechanism of detection 
and potential relevance for some tests that have continuous outcomes and possibly multiple 
cutoffs (e.g., gene expression, serum PSA [prostate-specific antigen] levels, and 
ventilation/perfusion scanning). The impact of plausible unmeasured confounders may be 
relevant to testing strategies that predict outcomes. A study may be biased to find low diagnostic 
accuracy due to spectrum bias and nevertheless have very high diagnostic accuracy. The strength 
of association may be relevant when comparing the accuracy of two different diagnostic tests 
with one being more accurate than the other. 

Principle 5: Multiple domains should be incorporated into  
an overall assessment in a transparent way. 

 The overall strength of evidence reflects a global assessment of the principle domains and 
any additional domains, as needed, into an overall summary grade—high, moderate, low, or 
insufficient evidence. The focus should be on providing an overall grade for the relevant key 
question link in the analytic chain or for outcomes considered relevant for patients and 
decisionmakers. These should ideally be identified a priori. Consideration should be given on 
how to incorporate multiple domains into the overall assessment.  

There is no empirical evidence to suggest any difference in assigning a summary grade based 
on qualitative versus quantitative approaches. GRADE advocates an ordinal approach with a 
ranking from high, moderate, or low, to very low. These “grades” or “overall ratings” are 
developed using GRADE’s eight domains. The EPC approach for intervention studies described 
in the General Methods Guide1,3 allows for more flexibility on grading the strength of evidence. 
Whichever approach reviewers choose for diagnostic tests, they should consider describing their 
rationale for which of the required domains were weighted the most in assigning the summary 
grades.  
 



7-10 

Illustration  
An illustration in Figure 7–1 provides guidance on how reviewers should approach grading a 

body of evidence on diagnostic test accuracy. This is adapted from the GRADE approach and the 
EPC General Methods Guide. Reviewers should carefully consider which accuracy outcomes are 
linked to clinical outcomes. In choosing the accuracy outcomes, if the diagnostic test is followed 
by an invasive procedure, then the number of false positives may be considered most important. 
However when “diagnostic tests” are used as part of a management strategy, consideration 
should also be given to grading the positive predictive value and the negative predictive value or 
likelihood ratios if these additional outcomes assist decisionmakers. An additional example of 
grading for positive predictive value and negative predictive value is shown in the norovirus 
table below (Table 7–3). 20–21 This table illustrates how presentation of the same information in 
different ways can be helpful in considering how to link the accuracy outcomes to clinical 
practice and projecting how the test would impact clinical outcomes. 

Figure 7–1. Steps in grading a body of evidence on diagnostic test accuracy outcomes*  
 

 
*Adapted from the Methods Guide for Effectiveness and Comparative Effectiveness Reviews.3 

Assign a single summary grade for each body of evidence using transparent and systematic methods. 

Resolve differences among reviewers in domain scores and grades of strength for each outcome, describing 
how the consensus grade was reached. 

Assess domains explicitly. It is reasonable to use either a flexible qualitative approach or an ordinal approach  
to grading each outcome. 

Consider the principal Strength of Evidence domains of directness, precision, consistency, risk of bias, and 
publication bias; and then dose-response association, strength of association, and impact of unmeasured 

confounders. 

Two reviewers should independently score the body of evidence on each of the accuracy outcomes for relevant 
key questions. 

Reviewers should consider carefully which accuracy outcomes link most directly to clinical outcomes. 
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Table 7–3. Illustration of the approach to grading a body of evidence on diagnostic  
tests- Identifying norovirus in a health care setting* 
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Sensitivity* 1 DIAG 68% High 0 0 0 -1 0 Moderate 

Moderate 
Specificity† 1 DIAG 99% High 0 0 0 -1 0 Moderate 
PPV† 1 DIAG 97% High 0 0 0 -1 0 Moderate 
NPV† 1 DIAG 82% High 0 0 0 -1 0 Moderate 

DIAG = diagnostic; NPV = negative predictive value; PPV = positive predictive value 

*Adapted from MacCannell T, et al.20 
†These outcomes were considered the most critical by the guideline developers. From Turcios RM, et al.21 
‡These modifiers can impact the GRADE by 1 or 2 points. From Turcios RM, et al.21 
#Consider the additional domains of strength of association, dose-response and impact of plausible confounders if applicable. 
From Turcios RM, et al.21 

Another review of the use of non-invasive imaging in addition to standard workup after recall 
for evaluation of a breast lesion detected on screening mammography or physical examination 
illustrates how accuracy does not relate to outcomes when it is being used as part of an algorithm 
of whether to treat versus watchful waiting.13 This evidence review focused on the non-invasive 
imaging studies intended to guide patient management decisions after the discovery of a possible 
abnormality. The studies were intended to provide additional information to enable women to be 
appropriately triaged into “biopsy,” “watchful waiting,” or “return to normal screening intervals” 
care pathways. Thus the usual strategy of assuming the clinical outcome would be simply a 
downgrade of the surrogate doesn’t always hold true. Reviewers should evaluate the surrogate in 
the context of the clinical outcome. As the table summary of key findings in the evidence report 
illustrates, despite the accuracy of the exact diagnosis being low, clinical management may be 
the same if the post-test probability did not cross a certain decision threshold to alter 
management decisions.  

Two reviewers should independently score these relevant major outcomes and comparisons, 
within each key question. They should consider the principle domains of directness, precision, 
consistency, risk of bias, and publication bias, as well as dose response association, strength of 
association, and impact of unmeasured confounders. Reviewers should explicitly assess each 
domain to arrive at a grade for each outcome. Reviewer’s choice of various accuracy outcomes 
to grade may affect how the various domains of directness, precision, and consistency are 
assessed. This is illustrated in the example by the GRADE working group about multisplice 
coronary CT scans as compared to coronary angiography.4 Evidence was considered direct for 
certain accuracy outcomes such as true positives, true negatives, and false positives since there 
was little uncertainty about the clinical implications of these results. However, since there was 
uncertainty about the clinical implications of a false negative test result, this was considered 
indirect.4 This resulted in a low strength of evidence grade for false negatives as compared to 
moderate for other accuracy outcomes.  

It is reasonable to consider either a more flexible qualitative approach to grading or the 
standard ordinal approach ranging from high to insufficient strength of evidence. Reviewers 
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should resolve differences in domain assessments and grades of outcomes and should describe 
how the consensus score was reached (e.g., whether by discussion or by third-party 
adjudication). If appropriate, they should consider arriving at a single summary grade for the 
diagnostic test through transparent and systematic methods. If reviewers chose to assign an 
overall summary grade, they should consider the impact of various accuracy outcomes on the 
overall strength of evidence grade, and should identify which of these accuracy outcomes was 
considered “key.”  

Summary 
 Grading the strength of a body of diagnostic test evidence involves challenges over and 

above those related to grading the evidence from therapeutic intervention studies. The greatest 
challenge appears to be assessing multiple links in a chain of evidence connecting the 
performance of a test to changes in clinical outcomes. In this chapter we focused primarily on 
grading the body of evidence related to a crucial link in the chain—diagnostic test 
performance— and described less fully the challenges involved in assessing other links in the 
chain.  

No one system for grading the strength of evidence for diagnostic tests has been shown to be 
superior to any other and many are still early in development. However, we conclude that, in the 
interim, applying the consistent and transparent system of grading using the domains described 
above, and giving an explicit rationale for the choice of grades based on these domains, will 
make EPC reports and other reports on diagnostic tests more useful for decisionmakers.  

Key Points 
• One can use GRADE for diagnostic tests. The outcomes one should consider are the 

clinical outcomes of effectiveness or harm if available for diagnostic tests. 
• When intermediate accuracy outcomes are used, an analytic framework should describe 

how the test is related to clinical outcomes, and should then delineate the individual 
questions that can be answered in that framework. 

• Selection of accuracy outcomes (i.e. sensitivity, specificity, positive predictive value and 
negative predictive value, true positives, true negatives, false positives, and false 
negatives) and needed levels of precision of these quantities should be based on 
consideration of how the test is to be used in the clinical context. 

• Domains of risk of bias, directness, consistency, precision, publication bias, dose 
response association, and plausible unmeasured confounders can be used to grade the 
strength of evidence for the effect of a diagnostic test on clinical outcomes or on 
intermediate surrogate outcomes if selected by the EPC and key informants.  

• Whether reviewers choose a qualitative or quantitative approach to combining domains 
into a single grade, they should consider explaining their rationale for a particular 
summary grade and the relevant domains that were most heavily weighted in assigning 
the summary grade.  
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